Abstract—Numerous methodologies have been investigated for source enumeration in sample-starving environments. For those having their root in the framework of random matrix theory, the involved distribution of the sample eigenvalues is required. Instead of relying on the eigenvalue distribution, this work devises a linear shrinkage based minimum description length (LS-MDL) criterion by utilizing the identity covariance matrix structure of noise subspace components. With linear shrinkage and Gaussian assumption of the observations, an accurate estimator for the covariance matrix of the noise subspace components is derived. The eigenvalues obtained from the estimator turn out to be a linear function of the corresponding sample eigenvalues, enabling the LS-MDL criterion to accurately detect the source number without incurring significantly additional computational load. Furthermore, the strong consistency of the LS-MDL criterion for \( m, n \to \infty \) and \( m/n \to c \in (0, \infty) \) is proved, where \( m \) and \( n \) are the antenna number and snapshot number, respectively. Simulation results are included for illustrating the effectiveness of the proposed criterion.
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I. INTRODUCTION

Using the eigenstructure of covariance matrix of sensor array data, many high-resolution approaches, such as the MUSIC \[1\], ESPRIT \[2\] and MODE \[3\], are able to significantly improve their performance in direction-of-arrival (DOA) estimation. Usually, the observation space of the array data is decomposed into two orthogonal components, namely, the signal subspace and noise subspace, by means of the eigenvalue decomposition (EVD) of the covariance matrix. Nevertheless, ideal assignment of the eigenvectors to the signal and noise subspaces requires the exact information of source number which is usually unknown to the receiver, calling for the study of source enumeration in the community of array signal processing. In DOA estimation, the typical signal model is

\[
y(t) = A(\phi)s(t) + w(t), \quad t = 1, \ldots, n
\]

where \( y(t) = [y_1(t), \ldots, y_n(t)]^T \in \mathbb{C}^{n \times 1}, A(\phi) = [a(\phi_1), \ldots, a(\phi_d)] \in \mathbb{C}^{m \times d}, s(t) = [s_1(t), \ldots, s_d(t)]^T \in \mathbb{C}^{d \times 1}, \) and \( w(t) = [w_1(t), \ldots, w_m(t)]^T \in \mathbb{C}^{m \times 1} \) are the observed snapshot vector, steering matrix, signal vector and noise vector, respectively. Here, \( a(\phi_i), i = 1, \ldots, d, \) is the steering vector with \( \phi_i \) being the DOA, \( (\cdot)^T \) is the transpose operation, \( d \) is the unknown number of sources, \( m \) is the number of antennas, and \( n \) is the number of snapshots with \( d < \min(m, n) \). Meanwhile, the incoherent signals are assumed to be zero-mean complex Gaussian, i.e., \( s(t) \sim \mathcal{CN}(0, \Sigma) \) in which \( \Sigma \) is the \( d \times d \) covariance matrix of the complex Gaussian distribution with mean \( v \) and covariance \( \Sigma \), and \( \sim \) signifies “distributed as”. Furthermore, the noise \( w(t) \) is assumed to be independent and identically distributed (IID) complex Gaussian vector with mean zero and unknown covariance \( \tau I_m \), i.e., \( w(t) \sim \mathcal{CN}(0, \tau I_m) \) where \( I_m \) is the \( m \times m \) identity matrix, which is independent of the signals. Our task in this work is to infer the source number \( d \) from the noisy observations \( \{y(t)\} \).

According to our assumptions, the observed samples are taken as the independent Gaussian vector, i.e., \( y(t) \sim \mathcal{CN}(a_m, \Sigma) \) with \( \Sigma \) being the population covariance matrix, which is calculated as

\[
\Sigma = \mathbb{E}(y(t)y^H(t)) = A(\phi)\Sigma_a A^H(\phi) + \tau I_m.
\]

Recall that the signals are incoherent and \( d < \min(m, n) \), meaning that \( \Sigma_a \) is nonsingular and \( A(\phi) \) is of full column rank, respectively. Let \( \lambda_1, \lambda_2, \ldots, \lambda_m \) be the population eigenvalues corresponding to the population eigenvectors of \( \Sigma \) with \( \lambda_1 > \cdots > \lambda_m = \tau \) in non-increasing order, i.e.,

\[
\lambda_1 \geq \cdots \geq \lambda_d \geq \lambda_{d+1} = \cdots = \lambda_m = \tau.
\]

It is straightforward to employ a threshold to separate the \( (m-d) \) smallest eigenvalues from the \( d \) largest eigenvalues, yielding the source number information. In practice, however, only the sample covariance matrix (SCM) is accessible, calculated by

\[
S = \frac{1}{n} \sum_{t=1}^{n} y(t)y^H(t),
\]

and its EVD is

\[
S = ELE^H
\]

where \( L = \text{diag}(\ell_1, \ldots, \ell_m) \) with \( \ell_i, i = 1, \ldots, m, \) being the sample eigenvalue and \( E = [e_1, \ldots, e_m] \), with \( e_i, i = \ldots,
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1, \ldots, m$, being the corresponding sample eigenvector. Here, the sample eigenvalues are non-increasing ordered such that
\[ \ell_1 \geq \cdots \geq \ell_d \geq \ell_{d+1} \geq \cdots \geq \ell_m. \] (5)

At high signal-to-noise ratio (SNR), the signal variance is significantly larger than the noise variance, leading to $\ell_d \gg \ell_{d+1}$. By using the recent result in the random matrix theory (RMT) [4]–[9], namely, the $(d+1)$th sample eigenvalue, $\ell_{d+1}$, approximately tends to the Tracy-Widom distribution [7], we are able to calculate a threshold from the limiting distribution of $\ell_{d+1}$ so that the candidate models with sample eigenvalues smaller than the so-obtained threshold are ruled out, eventually yielding the estimate of source number. This is the fundamental idea behind the threshold-like and RMT-based detectors [10], [11]. For the case of low SNRs, however, the signal variance is usually buried by the noise variance, posing a big challenge for source enumeration. Actually, the threshold-like and RMT-based methods can only employ the information of a single eigenvalue for detection, having not used the information of all the sample eigenvalues, and thereby might not provide reliable detection of the source number at low SNRs. Furthermore, there is no closed-form expression for calculating the inverse of the Tracy-Widom distribution, the determination of threshold undoubtedly involves the numerical evaluation procedure, incurring more overheads in the detection procedure. Finally, the threshold-like methods rely on subjective judgement, e.g., the confidence level, for decision making, thereby might not be conveniently implemented in practice [12]–[14]. To circumvent these issues, the information theoretic criteria, such as the minimum description length (MDL) [15], [16] and Akaike information criterion (AIC) [17], have been introduced by Wax and Kailath [12] for adaptive detection of source number in parameter-changing environment. It has been proved in [12] that the MDL criterion is able to yield the consistent estimate of source number while the AIC criterion tends to overestimate the source number. As a result, the MDL criterion has drawn much attention in the literature [18]–[26].

According to the MDL principle, for a given data set and a family of probabilistic models, we should select the model that yields the shortest description length of the data, which can be evaluated quantitatively. In general, given an observation data set $Y = \{y(t)\}_{t=1}^n$ and a probabilistic model $f(Y|\mu)$ where $\mu$ is the unknown parameter vector, the shortest code length required to encode the data using the model can be asymptotically written as [15], [16]:
\[ \mathcal{L}\{y(t)\|\hat{\mu}\} = -\log f(Y|\hat{\mu}) + \frac{1}{2} \nu \log n, \] (6)
where $\hat{\mu}$ is the maximum likelihood (ML) estimate of $\mu$ and $\nu$ denotes the number of free parameters in $\hat{\mu}$. It is revealed by Williams [27] that the parameter vector should be formed as $\mu = [u_1^T, \ldots, u_k^T]^T$ in that the signal subspace is completely determined by the first $d$ eigenvectors and the eigenvalues are just the weights for different signal components, which when ignored do not affect the signal subspace. For $k$ presumed source signals, it follows from [28] that the ML estimate of $\mu$ is
\[ \hat{\mu}^{(k)} = [e_1^T, \ldots, e_k^T]^T. \] (7)
As a result, the MDL for $k$ presumed sources is given as
\[ \mathcal{L}\{y(t)|\hat{\mu}^{(k)}\} = -\log f(Y|\hat{\mu}^{(k)}) + \frac{1}{2} \nu_k \log n \] (8)
where $\nu_k$ is the number of free parameters in $\hat{\mu}^{(k)}$. Minimizing (8) with respect to $k$ gives the estimate of source number. It is revealed in [14], [17] that the log-likelihood function in (8) can be regarded as the information gained from the observed samples in the signal model. On the other hand, the second term of (8), known as the penalty function, is relative to the number of free parameters. The more parameters are used, the more accurate the signal model would be so that the information gain monotonically decreases. However, as more and more parameters are involved, the errors introduced by the estimated parameters become larger and larger, so does the penalty function. Once the presumed source number equals the order of the signal model, the decreasing information gain meets the increasing penalty function, yielding the correct estimate of source number.

It is worth pointing out that Anderson’s results [28] are optimal in the ML sense only when the sample number tends to infinity while the sensor number remains fixed. This in turn means that the classical information theoretic criterion cannot provide reasonably good performance as $m$ goes to infinity at the same speed as $n$, namely, the so-called general asymptotic case [29]–[31], in that the ML solution turns out to be not accurate enough. Indeed, the general asymptotic case is quite relevant to real-world applications. As an example, by properly employing the waveform diversity in multiple-input multiple-output (MIMO) radar [32]–[34], we can obtain a virtual array with extended aperture in which the number of sensors is considerably increased, probably close to or even larger than the number of snapshots. On the other hand, it has been pointed out in [35] that the general asymptotic case is able to provide a more accurate description for the practical scenarios where the number of snapshots and number of sensors are finite and probably comparable in magnitude. In fact, numerous works [35]–[38] have dealt with the topics of DOA estimation, beam-forming as well as time-space adaptive processing in the general asymptotic condition. To enable the information theoretic criteria to properly detect the source number in this situation, the RMT-AIC criterion has been devised by Nadakuditi and Edelman [39]. Although the RMT-AIC is argued to be able to correctly detect the source number for the general asymptotic case, its consistency still remains to be proved. Therefore, it is considerably interested to investigate the consistent methodology for source enumeration in the general asymptotic case.

In this paper, we formulate the MDL criterion by using the linear shrinkage (LS) [29] along with the Gaussian assumption of the observations, ending up with an efficient source enumerator in the general asymptotic case. That is, the source number $d$ does not increase while $m, n \rightarrow \infty$ and $m/n \rightarrow c$ with $c$ being a constant and satisfying $0 < c < \infty$. In particular, we begin with the derivation of the description length of the observations, which turns out to be determined by the SCM of the noise subspace components. Then, we employ the identity structure of the covariance matrix of the IID noise subspace component along with the LS technique to derive an accurate estimator for the covariance matrix of the noise subspace components in MDL calculation, ending up with an LS-MDL criterion. Note that the covariance matrix of the noise subspace components can be estimated accurately by utilizing the LS technique. When it is employed for MDL calculation, the final detection performance can be considerably enhanced. Furthermore, the consistency of the proposed LS-MDL method in the general asymptotic case is proved. It should be pointed out herein that the proposed estimator for the covariance matrix is different from the existing methodologies based on the LS technique, such as [29]–[31]
and [36], [38], because they are either for estimating the real covariance matrix [29]–[31], [36] or based on a priori knowledge [38]. Moreover, the proposed method is able to employ the consistent estimates of the first- and second-order moments of noise sample eigenvalues for computing the shrinkage coefficient, leading to an accurate estimate for the covariance matrix of the noise subspace components. However, the existing approaches can only rely on the sample covariance matrix.

The rest of the paper is organized as follows. The LS-MDL criterion is proposed in Section II. That is, the LS estimator for the covariance matrix of noise subspace components is derived, its estimation accuracy is investigated and the consistency of the proposed LS-MDL criterion is proved. Extensive simulation results are presented in Section III. Finally, conclusion is drawn in Section IV.

II. LS-MDL CRITERION FOR SOURCE ENUMERATION

A. Minimum Description Length

We observe from (1) that, in the noise-absence case, \( y(t) \) is confined in the column space of \( A(\phi) \), namely, the so-called signal subspace, and that, in the noise-presence case, \( y(t) \) may diverge into its complement subspace, namely, the so-called noise subspace. This geometrical structure has been efficiently utilized for high-resolution DOA estimation. To facilitate the MDL computation by means of this structure, we assume that there exists a unitary coordinate transformation \( U \triangleq [U_k, U_{m-k}] \) which maps the first \( k \) coordinates into the signal subspace and the last \( (m-k) \) coordinates into the noise subspace. For the construction of \( U \), the interested reader can refer to [13], [19]. In the sequel, \( U_k \in \mathbb{C}^{m \times k} \) is the signal subspace and \( U_{m-k} \in \mathbb{C}^{m \times (m-k)} \) is the noise subspace. Given the unitary coordinate transformation, the observed samples \( \{y(t)\} \) can be decomposed as

\[
U^H y(t) = \begin{bmatrix} U_k^H \\ U_{m-k}^H \end{bmatrix} \begin{bmatrix} y^{(k)}(t) \\ y^{(n)}(t) \end{bmatrix} \triangleq \begin{bmatrix} y^{(k)}(t) \\ y^{(n)}(t) \end{bmatrix}
\]

where

\[
y^{(k)}(t) = U_k^H y(t)
\]

\[
y^{(n)}(t) = U_{m-k}^H y(t)
\]

are the signal and noise subspace components, respectively. Since \( U \) is a unitary matrix, the total code length required to encode the observation data \( \{y(t)\} \) is equivalent to encoding the signal subspace components \( \{y^{(k)}(t)\} \) and the noise subspace components \( \{y^{(n)}(t)\} \). It is shown in Appendix A that the total description length encoding \( \{y(t)\} \) can be asymptotically expressed as

\[
\mathcal{L}\{y^{(k)}(t), y^{(n)}(t)\} = n(m-k) \log \left( \frac{1}{m-k} \frac{\text{tr}[S^{(k)}_{nn}]}{\det[S^{(k)}_{nn}]} \right) + \frac{1}{2} k(k-1) \log n
\]

It should be pointed out that minimizing the MDL in (12) leads to the correct estimate of source number for \( n \rightarrow \infty \) with \( m \) being unchanged because \( S^{(k)}_{nn} \) is the consistent estimate of \( \Sigma^{(k)}_{nn} \), is the unbiased ML estimate of \( \Sigma^{(k)}_{nn} \) and \( \Sigma^{(k)}_{nn} = \text{diag}(\lambda_{k+1}, \ldots, \lambda_m) \), having the effect of the tradeoff between the low bias and low variance. Consequently, minimizing the MSE in (14) results in an accurate estimate of \( \Sigma^{(k)}_{nn} \) for \( m \), \( n \rightarrow \infty \) and \( m/n \rightarrow c \). Another possible choice is to improve the estimate of \( \Sigma^{(k)}_{nn} \) in (12) for source enumeration. To this end, we utilize the LS technique along with the Gaussian assumption to derive the noise subspace covariance matrix, the so-called noise subspace. Given \( \Sigma^{(k)}_{nn} \), the interested reader can refer to [13], [19]. In the sequel, \( \Lambda_m = \text{diag}(\lambda_{k+1}, \ldots, \lambda_m) \), \( Q = [q_{k+1}, \ldots, q_m] \) with \( \lambda_i (i = k+1, \ldots, m) \) the eigenvalue and eigenvector of \( \Sigma^{(k)}_{nn} \). Note that the eigenvalues of \( \Sigma^{(k)}_{nn} \) are equal to each other for \( k > d \) but unequal for \( k < d \). Therefore, \( \Lambda_m = \text{diag}(\lambda_{k+1}, \ldots, \lambda_m) \), \( Q = [q_{k+1}, \ldots, q_m] \) the consistent estimate of \( \Sigma^{(k)}_{nn} \) in the sense of minimum mean square error (MMSE) by means of the LS technique along with the IID Gaussian assumption of \( y^{(k)}(t) \). To this end, we consider the following constrained minimization of the mean square error (MSE):

\[
\min_{\lambda, \mathbf{P}} \mathbb{E}\left[ \left\| \mathbf{R}^{(k)} - \mathbf{S}^{(k)}_{nn} \right\|_F^2 \right]
\]

s.t. \( \mathbf{R}^{(k)} = \alpha^{(k)} \mathbf{P}^{(k)} + (1 - \alpha^{(k)}) \mathbf{S}^{(k)}_{nn} \)

where \( \mathbf{R}^{(k)} \) and \( \mathbf{S}^{(k)}_{nn} \) are the noise subspace and signal subspace, respectively. For the construction of \( \mathbf{U} \), the interested reader can refer to [13], [19]. In the sequel, \( U_k \in \mathbb{C}^{m \times k} \) is the signal subspace and \( U_{m-k} \in \mathbb{C}^{m \times (m-k)} \) is the noise subspace. Given the unitary coordinate transformation, the observed samples \( \{y(t)\} \) can be decomposed as

\[
U^H y(t) = \begin{bmatrix} U_k^H \\ U_{m-k}^H \end{bmatrix} \begin{bmatrix} y^{(k)}(t) \\ y^{(n)}(t) \end{bmatrix} \triangleq \begin{bmatrix} y^{(k)}(t) \\ y^{(n)}(t) \end{bmatrix}
\]

where

\[
y^{(k)}(t) = U_k^H y(t)
\]

\[
y^{(n)}(t) = U_{m-k}^H y(t)
\]
Utilizing $E[S_{nn}^{(k)}] = \Sigma_{nn}^{(k)}$, $|A|^2_F = \text{tr}(AA^H)/m$ and $|A + \hat{H}|^2_F = |A|^2_F + |\hat{H}|^2_F + 2\text{tr}([\text{Re}(AB^H)])/m$ for $A, \hat{B} \in \mathbb{C}^{m \times n}$, the MSE cost function in (14) can be easily rewritten as

$$h(\alpha(k)) \triangleq \frac{1}{m-k} \left[ \alpha(k)P + \left(1 - \alpha(k)\right)S_{nn}^{(k)} - \Sigma_{nn}^{(k)} \right]^2_F \nonumber$$

$$\quad - E\left[ \left(1 - \alpha(k)^2\right)\left(\Sigma_{nn}^{(k)} - \Sigma_{nn}^{(k)}\right)^2_F \right].$$

(15)

Here, $\text{Re}(x)$ denotes the real part of complex number $x$. Setting the derivative of $h(\alpha(k))$ to zero and performing some straightforward algebraic manipulations, we obtain the oracle estimate of $\alpha(k)$:

$$\hat{\alpha}_O^{(k)} = \frac{E\left[\text{tr}\left[S_{nn}^{(k)}(S_{nn}^{(k)})^H\right]\right]}{E\left[\text{tr}\left[S_{nn}^{(k)}(S_{nn}^{(k)})^H\right]\right]} = \frac{\text{tr}\left[S_{nn}^{(k)}\right]}{m-k}. \nonumber$$

(16)

Accordingly, the oracle estimate of $\Sigma_{nn}^{(k)}$ is

$$R_{ij}^{(k)} = \hat{\alpha}_O^{(k)} P_{ij}^{(k)} + \left(1 - \hat{\alpha}_O^{(k)}\right) S_{nn}^{(k)}. \nonumber$$

(17)

It is easy to verify from (17) that the shrunken covariance matrix shares the same eigenvectors with the sample covariance matrix, indicating that the parameter vector remains unchanged when the former is used to replace the latter in the MDL calculation. However, the oracle estimate $R_{ij}^{(k)}$ in (17) cannot be computed in practice as $\hat{\alpha}_O^{(k)}$ and $P_{ij}^{(k)}$ depend on $\Sigma_{nn}^{(k)}$, whereas $S_{nn}^{(k)}$ relies on $U_{m-k}$. Recalling that $\hat{\xi} = (1/(m-k))\sum_{i=k+1}^{m} \xi_i$ and $E_{m-k}$ are the ML estimates of $\xi$ and $U_{m-k}$, respectively, it follows that

$$P_{ij}^{(k)} = \hat{\xi}_{m-k}$$

$$S_{nn}^{(k)} = \text{diag}(\xi_{k+1}, \ldots, \xi_m) \nonumber$$

are the estimates of $P_{ij}^{(k)}$ and $S_{nn}^{(k)}$, and from (16):

$$\hat{\alpha}_O^{(k)} = \frac{\sum_{i=m+1}^{m} \xi_i^2}{\sum_{i=k+1}^{m} \xi_i^2} \nonumber$$

(20)

is the estimate of $\alpha_O^{(k)}$. Nevertheless, (20) still involves the population eigenvalues. Indeed, for the Gaussian observations, invoking the results in [36], [40], that is,

$$E[\text{tr}(S_{nn}^{(k)})] = \frac{n+1}{n} \text{tr}(\Sigma_{nn}^{(k)}) + \frac{1}{n} \text{tr}^2(\Sigma_{nn}^{(k)})$$

(21)

$$E[\text{tr}(S_{nn}^{(k)})^2] = \frac{n+1}{n} \text{tr}^2(\Sigma_{nn}^{(k)}) + \frac{1}{n} \text{tr}^2(\Sigma_{nn}^{(k)})$$

(22)

we have

$$\sum_{i=k+1}^{m} \lambda_i = \frac{1}{n+1} \left(n \sum_{i=m+1}^{m} \xi_i^2 - \left(\sum_{i=m+1}^{m} \xi_i\right)^2\right) \nonumber$$

(23)

$$\sum_{i=m+1}^{m} \lambda_i^2 = \frac{1}{n+1} \left(n \sum_{i=m+1}^{m} \xi_i^2 - \left(\sum_{i=m+1}^{m} \xi_i\right)^2\right). \nonumber$$

(24)

Substituting (23) and (24) into (20) yields

$$\hat{\alpha}_O^{(k)} = \frac{1}{m-k} \sum_{i=m+1}^{m} \xi_i^2 + \frac{1}{m-k} \sum_{i=m+1}^{m} \xi_i^2 \left(\sum_{i=m+1}^{m} \xi_i\right)^2 - \left(\sum_{i=m+1}^{m} \xi_i\right)^2. \nonumber$$

(25)

However, this estimate cannot yet be applied in practice as it requires to know $E[\sum_{i=m+1}^{m} \xi_i^2]$ and $\text{tr}(\Sigma_{nn}^{(k)})$. Actually, it is shown in Appendix B that, when $m, n \to \infty$ and $m/n \to c$,

$$\frac{1}{m-k} \sum_{i=m+1}^{m} \xi_i^2 \sim E\left[\frac{1}{m-k} \sum_{i=m+1}^{m} \xi_i\right] \nonumber$$

(26a)

$$\frac{1}{m-k} \sum_{i=m+1}^{m} \xi_i^2 \sim E\left[\frac{1}{m-k} \sum_{i=m+1}^{m} \xi_i\right] \nonumber$$

(26b)

where $m \to \infty$ means convergence in mean square. In the sequel, substituting these consistent estimates into (25) yields the consistent estimate of $\hat{\alpha}_O^{(k)}$:

$$\hat{\alpha}_O^{(k)} = \frac{1}{m-k} \sum_{i=m+1}^{m} \xi_i^2 + \frac{1}{m-k} \sum_{i=m+1}^{m} \xi_i^2 \left(\sum_{i=m+1}^{m} \xi_i\right)^2. \nonumber$$

(27)

Since $\hat{\alpha}_O^{(k)}$ can be larger than 1, we utilize $\beta(k) = \min(\hat{\alpha}_O^{(k)}, 1)$ [29] rather than $\hat{\alpha}_O^{(k)}$ as the estimated shrinkage coefficient. Therefore, the covariance matrix is finally estimated as the following diagonal matrix

$$\hat{R}_O^{(k)} = \beta(k) P_{ij}^{(k)} + (1 - \beta(k)) S_{nn}^{(k)} \triangleq \text{diag}(\hat{\rho}_1, \ldots, \hat{\rho}_m) \nonumber$$

(28)

with

$$\hat{\rho}_i(k) = \beta(k) \hat{\xi}_i + (1 - \beta(k)) \hat{\xi}_i, \ i = k + 1, \ldots, m. \nonumber$$

(29)

It is implied in (29) that the noise eigenvalues are estimated by shrinking the noise sample eigenvalues to the estimated noise variance.

**Proposition 1:** For $k \geq d$, $\hat{R}_O^{(k)}$ is the consistent estimate of $\Sigma_{nn}^{(k)}$ as $m$ increases to infinity at the same speed as $n$. That is,

$$E\left[\left(\hat{R}_O^{(k)} - \Sigma_{nn}^{(k)}\right)^2_F\right] \to 0 \quad \text{as} \ m, n \to \infty \quad \text{and} \ m/n \to c. \nonumber$$

(30)

**Proof:** The proof is in Appendix C.

Recall that the ML estimate, $S_{nn}^{(k)}$, is also the consistent estimate of $\Sigma_{nn}^{(k)}$ as $n \to \infty$, while $m$ remains unchanged. As a result, the consistent estimate may be obtained by either minimizing the MSE in (14) or maximizing the likelihood function provided that the sample size is large enough. This thereby allows us to replace $S_{nn}^{(k)}$ with $\hat{R}_O^{(k)}$ in (12) for source enumeration. As $m, n \to \infty$ and $m/n \to c$, nevertheless, $S_{nn}^{(k)}$ is a poor estimate of $\Sigma_{nn}^{(k)}$, calling for the replacement of $S_{nn}^{(k)}$ with $\hat{R}_O^{(k)}$ to enhance the performance in source enumeration.

**C. Source Enumeration Via LS-MDL Criterion**

To carry out source enumeration, we replace $S_{nn}^{(k)}$ in (12) with the consistent estimate of $\Sigma_{nn}^{(k)}$, i.e., $\hat{R}_O^{(k)}$, leading to a new
Fig. 1. Shrinkage coefficient versus number of snapshots. Parameters: $m = 30$, $d = 2$, $[\phi_1, \phi_2] = [2.7^\top, 10.5^\top]$ and $\text{SNR} = -5 \text{dB}$.

D. Consistency of LS-MDL Criterion

The consistency of the LS-MDL criterion is stated in the following proposition.

**Proposition 2**: The LS-MDL criterion in (31) has strong consistency. That is, as $m, n \to \infty$ and $m/n \to c$, the LS-MDL criterion detects the source number with probability one.

**Proof**: The proof is provided in Appendix D.

III. SIMULATION RESULTS

A. Accuracy of Estimated Eigenvalues via Linear Shrinkage

This experiment evaluates the accuracy of the shrunken eigenvalues yielded by the proposed method. To this end, we compare the MSE between $\hat{R}^{(k)}$ and $\Sigma_{\nu}^{(k)}$ by assuming that $\Sigma_{\nu}^{(k)}$ is available for performance evaluation. Meanwhile, for the purpose of comparison, the results of the Ledoit-Wolf (LW) method [31], the Rao-Blackwell [41] based LW (RBLW) approach [36] and the oracle approximating shrinkage (OAS) scheme [36] are presented in which we have employed the procedure in [36] for the conversion between the complex covariance matrix and its real counterpart. All the numerical

\[ I.S. - MDL(k) = n(m-k) \log \frac{1}{m-k} \text{tr} \left( \hat{R}^{(k)} \right) \left( \frac{\det \left( \hat{R}^{(k)} \right) }{\hat{R}^{(k)} } \right)^{-1} + \frac{1}{2} k(k-1) \log n \]

Minimizing (31) with respect to $k$ yields the estimate of source number:

\[ \hat{d} = \arg \min_{k=0, \ldots, \tilde{n} - 1} I.S. - MDL(k) \]
results in this subsection are obtained by averaging 1000 independent trials.

We assume that there are two uncorrelated narrow-band signals in the far field impinging upon a uniform linear array (ULA) with half-wavelength element separation from the directions \([\phi_1, \phi_2]\), which have equal powers and are independent of the additive noise. Meanwhile, the noise is an IID Gaussian process with zero mean and unity variance, i.e., \(\sigma_n^2 = 1\). Fig. 1 depicts the shrinkage coefficients of various methods for \(d = 0, 1, 2, 3\), at \(m = 30\) and SNR = \(-5\) dB. We observe in Figs. 1(a)–1(b) that, for \(0 \leq k \leq d - 1\), the shrinkage coefficients of the proposed method are very close to their oracle estimate which is computed from the true \(\Sigma_{nn}^{(k)}\) and works herein as the performance benchmark. However, the LW, RBLW and OAS approaches have a large gap from the benchmark, although their estimation accuracies improve as the number of snapshots increases. For \(d \leq k \leq m - 1\), the covariance matrix of the noise subspace components is \(\Sigma_{nn}^{(k)} = \text{diag}\{\lambda_k^{(k)}\} \) with \(\lambda_1^{(k)} = \cdots = \lambda_{30}^{(k)} = \tau = 1\). In such a case, the ideal shrinkage coefficient should be one. It is seen in Figs. 1(c)–1(d) that the shrinkage coefficient of the proposed method is closer to one than the other schemes as the sample size increases, particularly when \(k = 3\). Similarly, it is indicated in Fig. 2 that the MSE of the proposed method is much closer to the benchmark than the other schemes, thereby meaning that the former is more efficient than the latter.

Figs. 3 and 4 show the numerical results for \(m = 60\) while the other parameters remain unchanged. We observe in Fig. 3 that the proposed method is able to provide more accurate shrinkage coefficient for the signal-bearing case. On the other hand, the proposed method is superior to the other algorithms for the signal-free case at medium and large sample sizes but is not as accurate as the OAS and RBLW schemes when \(m\) is much greater than \(n\). In fact, it might be more interesting to enumerate the source number in the cases of \(m \approx n\) and \(m \leq n\) in array processing as \(m\) is the number of antennas whereas \(n\) is the number of snapshots. It is known

### TABLE I

**SUMMARY OF LS-MDL ALGORITHM**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Perform EVD on (S) and obtain the sample eigenvalues (\ell_1, \ldots, \ell_m).</td>
</tr>
<tr>
<td>2</td>
<td>Estimate the noise variance by (\hat{\sigma}<em>n^2 = \frac{1}{m-k} \sum</em>{i=k+1}^{m} \ell_i) and calculate the shrinkage coefficient as (\hat{\rho}^{(k)} = \min(\hat{\lambda}^{(k)}, 1)) with (\hat{\lambda}^{(k)}) being given in (27).</td>
</tr>
<tr>
<td>3</td>
<td>The shrinkage estimates of (\lambda_i, i = k+1, \ldots, m), are calculated as (\hat{\lambda}_i^{(k)} = \hat{\rho}^{(k)} \hat{\lambda}_i^{(k)} + (1 - \hat{\rho}^{(k)}) \xi_i).</td>
</tr>
<tr>
<td>4</td>
<td>The source number is estimated by minimizing the LS-MDL criterion of (31).</td>
</tr>
</tbody>
</table>

We observe in Fig. 3 that the proposed method is able to provide more accurate shrinkage coefficient for the signal-bearing case. On the other hand, the proposed method is superior to the other algorithms for the signal-free case at medium and large sample sizes but is not as accurate as the OAS and RBLW schemes when \(m\) is much greater than \(n\). In fact, it might be more interesting to enumerate the source number in the cases of \(m \approx n\) and \(m \leq n\) in array processing as \(m\) is the number of antennas whereas \(n\) is the number of snapshots. It is known
that increasing \( m \) is much more expensive than increasing \( n \). Meanwhile, it is seen that although the OAS method is able to accurately compute the shrinkage coefficient for \( m \gg n \) and \( k \geq d \), it cannot attain one as the sample size increases, thereby being an inconsistent estimator. Thus, the OAS approach is inferior to the proposed method for medium and large sample sizes. Meanwhile, Fig. 4 indicates that the proposed method is much more accurate than the other schemes when the sample number is greater than the sensor number.

B. Performance of Source Enumeration

In this experiment, we compare the performance of the proposed LS-MDL criterion with that of the existing information theoretic criteria, namely, the RMT-AIC, corrected AIC (AIC\(_c\)) [42], exponentially embedded families (EEF) [43], classical MDL and AIC [12]. For self-contained presentation, the criterion functions are given in Table II.

We consider a ULA with half-wavelength element separation receiving three narrow-band stationary Gaussian signals with the DOAs: \( 2.3^\circ, 9.8^\circ, 17.5^\circ \). As \( m \) and \( n \) can be large numbers, for the purpose of fair comparison, \( n \) is set to be 10 for all criteria unless stated otherwise. Meanwhile, all the numerical results are computed from 2000 independent trials.

Fig. 5(a) shows the empirical probabilities of error detection versus SNR for a sample size smaller than the sensor number, i.e., \( m / n = 3 \). In such a sample-starving case, only the proposed, AIC\(_c\) and RMT-AIC criteria have the ability to detect the source number. We observe that the proposed criterion is able to provide the consistent source number estimate while the RMT-AIC scheme does not. Meanwhile, the proposed criterion is considerably superior to the AIC\(_c\) method in terms of probability of error detection. As the sample number increases to \( m \), the proposed, AIC\(_c\), EEF and MDL methods can correctly detect the source number while the RMT-AIC and AIC schemes are unable to provide reliable detection. Meanwhile, although the AIC\(_c\), EEF and MDL approaches can correctly detect the source number, they require higher SNRs to obtain the same detection accuracy as the proposed criterion. The RMT-AIC and AIC methods, however, cannot offer consistent detection of the source number even though the SNR becomes large enough. This is demonstrated in Fig. 5(b).

When \( n \) becomes much larger than \( n \), the ML estimate turns to be optimal, leading to good detection performance of the AIC\(_c\), EEF and MDL criteria. However, there is still a big performance gap between the proposed and MDL approaches, as illustrated in Fig. 5(c). As the AIC scheme is well known to be an inconsistent estimator, its error detection probability fails to reach 0 no matter how large the SNR is. Similarly, the RMT-AIC and AIC\(_c\) schemes cannot converge to zero in probability of error detection even at sufficiently large SNRs,
which can be verified by the enlargement of this part of graph given on the right-hand corner of Fig. 5(c).

The probability of error detection versus the number of snapshots is depicted in Fig. 6. It is seen that the proposed scheme is capable of correctly enumerating the sources for $m = 3n$, $m = n$ and $m = n/3$. Meanwhile, Fig. 6(a) implies that, although the RMT-AIC and EEF methods are able to detect the source number, the former cannot attain error detection
probability of zero while the latter requires around additional ten samples to yield the same detection accuracy as the proposed criterion. The other criteria, however, totally fail in this case. Although the MDL and AIC$_{c_3}$ schemes can correctly detect the source number at $m = n$, they are still much inferior to the proposed criterion, as illustrated in Fig. 6(b). When the number of snapshots is larger than the sensor number, say, $m = n/3$, the ML-based methodologies, e.g., the MDL and EEF schemes, become optimal and thereby can accurately enumerate the sources.

Fig. 5. Probability of error detection versus SNR. $[\phi_1, \phi_2, \phi_3] \in [2.3^\circ, 9.8^\circ, 17.5^\circ]$.

Again, the RMT-AIC, AIC$_{c_3}$, and AIC schemes cannot attain error detection probability of zero even when the sample size becomes large enough. This is illustrated in the enlargement part on the right-hand corner of Fig. 6(c).

Fig. 6. Probability of error detection versus number of snapshots. $[\phi_1, \phi_2, \phi_3] = [2.3^\circ, 9.8^\circ, 17.5^\circ]$ and $\text{SNR} = -8\text{dB}$. 
The probability of error detection versus the angle separation is shown in Fig. 7. The impinging angles of three signals are set as \( \phi_1, \phi_2, \phi_3 \) where \( \Delta \) stands for a resolution variable. It is observed that the proposed criterion is able to correctly detect the source number for \( m = 3n, m = n \) and \( m = n/3 \) with \( m = 30 \). Although the AIC\(_m\) approach can enumerate the sources for \( m = 3n \) and \( m = n \), it still has a performance gap from the proposed criterion when the angle separation is small, so do the MDL and EEF schemes for \( m = n \) and \( m = n/3 \). Though the RMT-AIC method can detect the source number with high probability, its error detection probability cannot reach zero, even for a large angle separation.

To compare the ability of the criteria to identify source number, we plot the probability of error detection versus the source number. Let \( \theta = [0^\circ, 3.5^\circ, 7^\circ, \ldots, 42^\circ, 45.5^\circ]^T \) corresponding to 14 DOAs. The DOAs of \( d \) incident signal sources are defined as \( \phi = \theta(1 : 1 : d) \) where \( d \leq 14 \) and \( (i : j : z) \) means selecting the \( i \)th to the \( j \)th elements with step size \( z \). We observe in Figs. 8(a)–8(b) that the RMT-AIC scheme provides the best identifiability for the small sample size but cannot reach zero in probability of error detection even when the source number is sufficiently small, say, 2. Compared with the RMT-AIC method, the proposed criterion does not improve in identifiability, but attains error detection probability of zero when the source number is small. Meanwhile, the proposed method significantly outperforms the AIC\(_{c3}\), EEF and MDL approaches when \( n \leq m \). As \( n \) becomes larger, say, \( n = 90 \), Fig. 8(c) implies that the proposed criterion is superior to the MDL and RMT-AIC criteria, but is inferior to the AIC\(_{c3}\), EEF and AIC methods.

The computational times required by the information theoretic criteria are plotted in Fig. 9 at \( m = 3n, m = n \) and \( m = n/3 \). It is seen that the proposed criterion requires similar computational cost as the other criteria. It is easy to interpret the results by noticing that all the criteria involve the computation of SCM and its EVD, requiring \( \mathcal{O}(m^2n) + \mathcal{O}(m^3) \) flops. Nevertheless, the shrunken eigenvalues yielded by the proposed method are only the linear function of the sample eigenvalues, which is much computationally simpler than the computation of sample covariance matrix and its EVD. Hence, the proposed method requires the same order of computational cost as the existing information theoretic criteria.

**IV. CONCLUSION**

An LS-MDL method for source enumeration has been devised. By utilizing the identity structure of the covariance matrix and Gaussian assumption of the noise subspace components, an accurate estimator for the covariance matrix of the noise subspace components is derived. Compared with the existing source enumerators, the LS-MDL criterion is able to achieve more reliable and accurate detection of the source number in severe environments where the number of snapshots can be equal to or smaller than the number of sensors. Moreover, the LS-MDL approach is capable of providing consistent estimate of the source number in the general asymptotic case, which is not shared with the other methods. Simulation results are in line with the theoretical analysis.

**APPENDIX A**

**DERIVATION OF (12)**

It follows from [19] (Eq. (17)) that the total code length encoding \( \{y(t)\} \) can be expressed as

\[
L_{\text{of}} y_S^{(k)}(t), y_N^{(k)}(t) U = n \log \left( \frac{\det [S_{xx}]}{m - k} \right) \left( \frac{\text{tr} [S_{xx}]}{m - k} \right)^{m - k} + \frac{1}{2} (k^2 + 1) \log n \quad (33)
\]
where
\[ S_{ss}^{(k)} = U_k^H S U_k \]  
\[ S_{nn}^{(k)} = U_{m-k}^H S U_{m-k} \]  

In fact, it is indicated in [27] that, to further improve the detection performance of the information theoretic criteria by accurately determining the parameter vector, the \( k \) eigenvalues of \( S_{ss}^{(k)} \) should be excluded in the parameter vector. This in turn means that the number of free parameters should be reduced to \( (k^2 - k + 1) \).
Notice that $g^{(k)}_N(t)$ is statistically independent of $g^{(k)}_N(t)$. Invoking the results in [13], [45], that is,

$$S_{nn}^{(k)} = \tau L_{m-k} + \mathcal{O}\left(\sqrt{\frac{\log \log n}{n}}\right)$$

(36)

$$S_{nn}^{(k)} - \frac{1}{n^2} \sum_{\ell=1}^{n} g^{(k)}_N(t) \left(g^{(k)}_N(t)^{H} S_{nn}^{(k)} \right)^{-1} S_{nn}^{(k)} - \mathcal{O}\left(\frac{\log \log n}{n}\right)$$

(37)

we obtain

$$S_{nn}^{(k)} - \left(S_{nn}^{(k)}\right)^{-1} S_{nn}^{(k)} = \mathcal{O}\left(\frac{\log \log n}{n}\right)$$

(38)

where $S_{nn}^{(k)} = \left(S_{nn}^{(k)}\right)^{-1} S_{nn}^{(k)}$. It follows from (38) that $S_{nn}^{(k)}$ approaches zero at the rate of $\log \log n/n$, which allows us to express $\det |S|$ as

$$\det |S| = \det \left( \begin{array}{cc} S_{nn}^{(k)} & S_{nn}^{(k)} \\ S_{nn}^{(k)} & S_{nn}^{(k)} \end{array} \right) = \det \left( S_{nn}^{(k)} \right) \times \det \left( S_{nn}^{(k)} - S_{nn}^{(k)} (S_{nn}^{(k)})^{-1} S_{nn}^{(k)} \right) \approx \det \left( S_{nn}^{(k)} \right) \left( S_{nn}^{(k)} \right)$$

(39)

in which we have used the fact that $\det \left( U^{H} S U \right) = \det |S|$.

Note that the asymptotic (approximate) equality in (39) is valid because $S_{nn}^{(k)}$ is much larger than $S_{nn}^{(k)} (S_{nn}^{(k)})^{-1} S_{nn}^{(k)}$, which converges to zero at the rate of $\log \log n/n$. Substituting $\det |S| \approx \det |S|/ \det S_{nn}^{(k)}$ into (33) and recalling that the number of free parameters in the parameter vector is $(k^2 - k + 1)$ yield

$$\mathcal{L}(g^{(k)}_N(t), g^{(k)}_N(t) U) \approx n \log (\det |S|) + n \log (\det S_{nn}^{(k)})$$

\[+ \frac{1}{2} (k^2 - k + 1) \log n.\] (40)

Note that $\det |S|$ is not a function of $k$. As a result, ignoring the terms independent of $k$, i.e., $n \log (\det |S|)$ and $(1/2) \log n$, it follows from (40) that the total code length for encoding $(g^{(k)}_N(t))$ is asymptotically expressed as (12).

**APPENDIX B**

**DERIVATION OF (26)**

To complete the derivation of (26), we need the following results.

**Lemma 1.** Let $\ell_{k+1} \geq \cdots \geq \ell_{m}$ be sample eigenvalues associated with the SCM of the $(m - k) \times n$ IID Gaussian observations with mean zero and variance $\tau$. As $m, n \to \infty$ and $m/n \to e \in (0, \infty)$, we have

$$(m-k) \left(\frac{1}{m-k} \sum_{i=k+1}^{m} \ell_{i} \right) = \left[\begin{array}{c} \tau e \\ \tau^2 \end{array}\right]$$

(41)

where $D$ denotes convergence in distribution and

$$D = \left[\begin{array}{cc} \tau^2 e & 2 \tau^2 e (1 + c) \\ 2 \tau e (1 + c) & 2 \tau^2 e (2 \tau^2 + 5 e + 2) \end{array}\right].$$

(42)

**Proof:** Noting that $m - k \to m$ as $m \to \infty$, Lemma 1 turns out to be Proposition 3.2 in [39], which has been proved in [4].
Now let us examine the second term of (46). Setting \(e = \frac{\tau - \hat{\tau}}{m - k}\), we readily obtain from Lemma 1 that \(e = O(1/(m - k))\). As a result, it is computed as

\[
\int_0^1 f(\hat{\alpha})E \left[ \frac{1}{m-k} \sum_{i=k+1}^m (\hat{\alpha} \hat{t}_i + (1 - \hat{\alpha})(\hat{t}_i - \tau)^2) \right] d\hat{\alpha} = \int_0^1 f(\hat{\alpha})E \left[ \frac{1}{m-k} \sum_{i=k+1}^m (1 - \hat{\alpha})(\hat{t}_i - \tau)^2 \right] d\hat{\alpha} + \int_0^1 f(\hat{\alpha})E [\tau^2 c] d\hat{\alpha}.
\]

(48)

It follows from Lemma 1 that

\[
E \left[ \frac{1}{m-k} \sum_{i=k+1}^m (\hat{t}_i - \tau)^2 \right] - \tau^2 c (1 - (m - k)^{-2})
\]

and \(E[\tau^2 c] = \tau^2 c / (m - k)^2\). Therefore, substituting these results into (48) and noticing that \(\int_0^1 f(\hat{\alpha})d\hat{\alpha} \leq \int_0^\infty f(\hat{\alpha})d\hat{\alpha} = 1\), we obtain

\[
\int_0^1 f(\hat{\alpha})E \left[ \frac{1}{m-k} \sum_{i=k+1}^m (\hat{\alpha} \hat{t}_i + (1 - \hat{\alpha})(\hat{t}_i - \tau)^2) \right] d\hat{\alpha} \\
\leq \tau^2 c \left( 1 - \frac{1}{(m-k)^2} \right) \int_0^1 f(\hat{\alpha}) (1 - \hat{\alpha})^2 d\hat{\alpha} + \frac{\tau^2 c}{(m-k)^2} \int_0^{+\infty} f(\hat{\alpha}) (1 - \hat{\alpha})^2 d\hat{\alpha} + \frac{\tau^2 c}{(m-k)^2} \\
= \tau^2 c E \left[ (1 - \hat{\alpha})^2 \right] + \frac{\tau^2 c}{(m-k)^2}.
\]

(49)

It follows from (27) that \(1 - \hat{\alpha}\) can be expressed as

\[
1 - \hat{\alpha} = 1 - \frac{\frac{\sum_{i=k+1}^m t_i^2}{\frac{\sum_{i=k+1}^m t_i}{(m-k)}}}{\frac{\sum_{i=k+1}^m t_i^2}{\frac{\sum_{i=k+1}^m t_i}{(m-k)}} - 1} = g(z) \tag{50}
\]

where \(z = (m-k) / \frac{\sum_{i=k+1}^m t_i^2}{\sum_{i=k+1}^m t_i}\). It is shown in [39] that \(z - z_0 \sim N(0, 2c^2 / (m-k)^2)\) with \(z_0 = 1 + c\). In the sequel, using the Taylor series expansion of \(g(z)\) around \(z_0\), yields \(g(z) = g(z_0) + g'(z_0)(z - z_0) + \frac{1}{2}g''(z_0)(z - z_0)^2 + \cdots\), where \(g'(z)\) and \(g''(z)\) denote the first-order and second-order derivatives of \(g(z)\). It is easy to obtain \(g(z_0) = (cn - (m-k-1)c)(c(n+1)) / (m-k)^2\), \(g'(z_0) = (m-k+1) / (m-k)^2\) and \(g''(z_0) = 2(m-k+1) / ((n+1)c)\). With these results, \(g(z)\) is calculated as

\[
g(z) = \frac{cn - (m-k+1)}{c(n+1)} + \frac{m-k+1}{c^2(n+1)}(z - z_0) + \cdots
\]

\[
= -\frac{1}{m-k} + \frac{1}{c} \frac{m-k+1}{c^2(n+1)} + \frac{1}{c^2} (z - z_0)^2 + \cdots
\]

(51)

where we have set \(c = (m-k+1) / (n+1)\) due to [9] which argues that the unknown limiting parameter \(c\) can be replaced by \((m-k+1) / (n+1)\) for large \(m\) and \(n\). It follows from (51) that the mean and variance of \(g(z)\) are, respectively, given as

\[
E[g(z)] = -\frac{1}{n+1} - \frac{2}{(m-k)^2} + O\left(\frac{1}{(m-k)^3}\right) \tag{52}
\]

and

\[
\text{var}[g(z)] = \frac{2}{(m-k)^2} + O\left(\frac{1}{(m-k)^3}\right). \tag{53}
\]

As a result, using \(E[g(z)^2] = \text{var}[g(z)] + E^2[g(z)]\) and \(e = (m-k+1) / (n+1)\), we obtain

\[
E \left[ (1 - \hat{\alpha})^2 \right] = \frac{2}{(m-k)^2} + \frac{1}{(n+1)^2} + O\left(\frac{1}{(m-k)^3}\right) \\
\leq \frac{2}{(m-k)^2} + O\left(\frac{1}{(m-k)^3}\right). \tag{54}
\]

It follows from (49) and (54) that

\[
\int_0^1 f(\hat{\alpha})E \left[ \frac{1}{m-k} \sum_{i=k+1}^m (\hat{\alpha} \hat{t}_i + (1 - \hat{\alpha})(\hat{t}_i - \tau)^2) \hat{\alpha} \right] d\hat{\alpha} \\
\leq \tau^2 c (c^2 + 3) + \frac{\tau^2 c}{(m-k)^2} + O\left(\frac{1}{(m-k)^3}\right) \tag{55}
\]

Thus, substituting (47) along with (55) into (46) and considering that \(1/(m-k)^2 \to 0\) as \(m \to \infty\), we have

\[
E \left[ \hat{R} - \Sigma_{\sigma,n} \right]\leq \frac{\tau^2 c (c^2 + 4)}{(m-k)^2} + O\left(\frac{1}{(m-k)^3}\right) \to 0. \tag{56}
\]

This completes the proof of Proposition 1.

**APPENDIX D**

**PROOF OF PROPOSITION 2**

It follows from (56) that

\[
\frac{1}{m-k} \sum_{i=k+1}^m \left[ \frac{\rho_i^2(\hat{\tau})}{\tau} \right] < \frac{\tau^2 c (c^2 + 4)}{(m-k)^2} + O\left(\frac{1}{(m-k)^3}\right) \tag{57}
\]

Note that

\[
E \left[ \left( \frac{\rho_i^2(\hat{\tau})}{\tau} \right) \right] < \frac{\tau^2 c (c^2 + 4)}{(m-k)^2} + O\left(\frac{1}{(m-k)^3}\right) \times \max_{i \in [d+1,m]} E \left[ \left( \frac{\rho_i^2(\hat{\tau})}{\tau} \right) \right] \tag{58}
\]

Meanwhile, for \(k \geq d\) and \(m, n \to \infty\) with \(m/n \to c\), it is easy to verify from (27) along with (41) that \(\rho_i(\hat{\tau}) \to 1\), which, when inserting into (29), leads to \(\rho_i(\hat{\tau}) \to \hat{\tau}\) for \(i = d + 1, \ldots, m\). This thereby indicates that \(\max_{i \in [d+1,m]} E[\rho_i(\hat{\tau})^2] \to 0\) and
are in the same order of \((m-k)^{1/2}\), whose ratio is a bounded constant number. Utilizing \(\{E[X]\}^2 \leq E[X^2]\) for random variable \(X\), it follows from (58) that

\[
E \left[ \frac{\rho_i^{(k)} - \tau}{\tau} \right] = \mathcal{O} \left( \frac{1}{m-k} \right), \tag{59}
\]

\[
\mathcal{F} \left[ \left( \frac{\rho_i^{(k)} - \tau}{\tau} \right)^2 \right] = \mathcal{O} \left( \frac{1}{(m-k)^2} \right) \tag{60}
\]

where \(i = k+1, \ldots, m\). \(k = d, \ldots, \tilde{m}\). In the sequel, setting \(E[\frac{\rho_i^{(k)} - \tau}{\tau}] = c_1/(m-k)\) and \(E[\frac{(\rho_i^{(k)} - \tau)^2}{\tau}] = c_2/(m-k)^2\) with \(c_1\) and \(c_2\) being constant numbers, we can assert that \(\rho_i^{(k)} - \tau\)

is Gaussian distributed with mean \(c_1/(m-k)\) and variance \((c_2 - c_1^2)/(m-k)^2\) due to central limit theorem, i.e.,

\[(m-k) \left( \frac{\rho_i^{(k)} - \tau}{\tau} - \frac{c_1}{m-k} \right) \sim \mathcal{N}(0, c_2 - c_1^2). \tag{61}\]

As a result, we have

\[
\frac{\rho_i^{(k)} - \tau}{\tau} = \frac{c_1}{m-k} + \mathcal{O} \left( \frac{1}{m-k} \right) = \mathcal{O} \left( \frac{1}{m-k} \right). \tag{62}
\]

Consider first the probability of overestimating the source number, which is expressed as

\[
\Pr\{LS - MDL(k) < LS - MDL(d) \mid k > d\}
\]

\[
= \Pr \left\{ \frac{1}{2} \frac{(k-d)(k+d-1)}{n} \log \frac{n}{n-k} < (m-d) \log \left( \prod_{i=d}^{m} \frac{\rho_i^{(d)}}{\rho_i^{(k)}} \right) \right\} \tag{63}
\]

Utilizing (62), the right hand side (RHS) within the braces of (63) is calculated as shown in (64) at the bottom of the page,
where \((a)\) is due to \(\log(1 + x) = x - x^2/2 + x^3/3 - \cdots\) for a small number \(x\) whereas \((b)\) is due to the fact that \(d\) and \(k\) are fixed numbers while \(m\) tends to infinity. As a result, substituting (64) into (63) yields

\[
\text{Pr}\{\text{LS - MDL}(k) < \text{LS - MDL}(d)|k > d\} \rightarrow \frac{1}{2}(d - k)(k + d - 1)\log n < \mathcal{O}\left(\frac{M}{M}ight) \quad k > d
\]

\[
\frac{1}{2}(d - k)(d + k - 1)\log n < \mathcal{O}\left(\frac{1}{c}\right) \quad k > d
\]

\[
\frac{1}{2}(d - k) \rightarrow 0.
\]

(65)

Consider now the probability of underestimating the source number, which turns out to be

\[
\text{Pr}\{\text{LS - MDL}(k) < \text{LS - MDL}(d)|k < d\} = P\left\{\frac{(m - k)\log \frac{1}{\prod_{i=k+1}^{m} \rho_i^{(k)}}}{\prod_{i=k+1}^{m} \rho_i^{(d)}} \rightarrow \mathcal{O}\left(\frac{1}{m}\right)\right., \text{for} \quad m \rightarrow \infty.
\]

(66)

Employing the results in (64), we can easily verify that

\[
(m - d)\log \frac{1}{\prod_{i=d+1}^{m} \rho_i^{(d)}} \rightarrow \mathcal{O}\left(\frac{1}{m}\right), \quad \text{for} \quad m \rightarrow \infty.
\]

As a result, for \(m, n \rightarrow \infty\) and \(m/n \rightarrow c\), the probability of underestimation can be rewritten as

\[
\text{Pr}\{\text{LS - MDL}(k) < \text{LS - MDL}(d)|k < d\} \rightarrow \frac{1}{2}(d - k)(d + k - 1)\log n \quad k < d
\]

\[
\frac{1}{2}(d - k) \rightarrow 0.
\]

(67)

As a result, with the use of (70) and (72), we can calculate \(\gamma\) as

\[
\gamma = (m - k)\log \left(\frac{\prod_{i=d+1}^{m} \rho_i^{(k)}}{\prod_{i=k+1}^{m} \rho_i^{(d)}}\right) \rightarrow \mathcal{O}\left(\frac{1}{m}\right).
\]

(73)

Invoking the generalized arithmetic-mean geometric-mean inequality, that is,

\[
\frac{\omega_1}{\omega_1} A_1 + \frac{\omega_2}{\omega_2} A_2 \geq 1, \quad \omega_1 + \omega_2 = 1,
\]

(74)

we obtain from (73) that \(\gamma > 0\) which, when inserted into (68), leads to

\[
\text{Pr}\{\text{LS - MDL}(k) < \text{LS - MDL}(d)|k < d\} \rightarrow 0,
\]

\[
as \quad m, n \rightarrow \infty \quad \text{and} \quad m/n \rightarrow c.
\]

(75)

Thus, it follows from (65) and (75) that

\[
\text{Pr}\{d = d\} \rightarrow 1, \quad \text{as} \quad m, n \rightarrow \infty \quad \text{and} \quad m/n \rightarrow c.
\]

(76)

This completes the proof of Proposition 2.
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